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Predicting Ocean Health

Classification of Plankton

“The world is everything that is the case.”
Ludwig Wittgenstein



To be or not to be, that is

The Question

Classifying plankton images by underwater imagery 
sensor, using computational techniques.

 144 Classes of Plankton
 Hierarchical Structure
 121 Leaf Classes
 Skewed Data Distribution
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(16.73%)
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(56.32%)

Gabor + ANN 
(41.26%)

ART 

Gabor + HEX 
(10%)

ART

Gabor + HSC 
(84.11%)

CNN 

(55.63%)

Gabor + HSC

RF (38.40%)

Gabor + HSC

Greedy 

(78.70%)

Full Grown 

Trees (84.52%)

Boosting 

(87.37%)

Data 

Augmentation 

(86.65%)

Equalization  

(88.83%)

Optimal 

Filter
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(10.12%)

Circularity 

Constant

DCT 

(7.05%)

HoG 

(21.11%)

Gabor 

(49.83%)

SIFT 

(38.40%)

The Odyssey

SVM– support vector machine, ANN- Artificial Neural Network, CNN- Convolutional Neural Network, RF- Random Forest, SIFT- Scale Invariant Feature Transform, HEX- Hierarchy and Exclusion Graphs, ART- Adaptive Rates Learning, HSC- Hierarchically Stacked Classifiers



Hierarchy and Exclusion Graphs

Jia Deng et al., Large-Scale Object Classification using Label Relation 
Graphs, University of Michigan and Google Inc.



HEX-y Sadie 

𝑃 𝑦 𝑥 = 

𝑖

𝑒𝑓𝑖 𝑥;𝑤 [𝑦𝑖=1]  

(𝑣𝑖,𝑣𝑗)∈𝐸ℎ

[ 𝑦𝑖 , 𝑦𝑗 ≠ 0,1 ]  

(𝑣𝑖,𝑣𝑗)∈𝐸𝑒

[ 𝑦𝑖 , 𝑦𝑗 ≠ 1,1 ]



Hierarchically Stacked Classifiers





The Road Not Taken
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Goldilocks

𝑎𝑟𝑔𝑚𝑎𝑥𝑦𝑖∈ 𝑦1…𝑦𝑛 𝑃 𝑦𝑛, 𝑦𝑛−1…𝑦1|𝑥

=
𝑎𝑟𝑔𝑚𝑎𝑥𝑦𝑖∈ 𝑦1…𝑦𝑛 𝑃 𝑦𝑛|𝑥, 𝑦𝑛−1…𝑦1 𝑃 𝑦𝑛−1|𝑥, 𝑦𝑛−2…𝑦1 𝑃 𝑦1|𝑥

𝑤ℎ𝑒𝑟𝑒 𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑑𝑒𝑝𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑟𝑒𝑒



Adaptive Rates Training



What happens in Vegas

Learning Rate and Momentum Rate adapted 
via mechanism similar to TCP

η *= 2, μ *= 2

η* = 0.1, μ *= 0.1



Boosting, Augmentation and Equalisation 



History Repeats Itself

MODEL-1 MODEL-2 MODEL-n

...........

Voting

𝐷𝑡+1 𝑖 =
𝐷𝑡 𝑖 𝑒

−𝛼𝑡𝑦𝑖ℎ𝑡(𝑥𝑖)

𝑧𝑡

Schapire, The Boosting Approach to Machine Learning – An Overview, MSRI Workshop on Nonlinear Estimation and Classification, 2002



Two Sides of the Same Coin



Communist Manifesto
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The Odyssey, Revisited

SVM– support vector machine, ANN- Artificial Neural Network, CNN- Convolutional Neural Network, RF- Random Forest, SIFT- Scale Invariant Feature Transform, HEX- Hierarchy and Exclusion Graphs, ART- Adaptive Rates Learning, HSC- Hierarchically Stacked Classifiers



Miles to go before I sleep

• HSC:
• Customised Classifier for each Node
• Filter combinations for every Classifier

• HEX: 
• Soft instead of Hard Assignments in legal ground truths

• Exploring Adaptive Rates Learning (ARL): 
• Mathematical nuances of this heuristic



Implications



Thank You, 
Questions?

“Whereof one cannot speak, thereof one must be silent.”
Ludwig Wittgenstein


